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The New

Transformation:
To Open Access

The concept of “digital transformation”

is a hot topic these days. However, is
digitizing and/or virtualizing your cur-
rent infrastructure and current mode of
operations the right thing to do? Perhaps
your current business is going so well
and all you need is to buy is some “digital
transformation” and be set for the next
30 years. The access network is the most
challenging part of the network, yet it's
the basis your business.

The triple-play economic cycle is past its
peak. Cord cutting is becoming more
than a nuisance and is expect to continue
or accelerate its steady climb. At the
same time the cost for video and televi-
sion contentis ballooning and due to cord
cutting you must amortize your video
infrastructure and content cost over less
and less subscribers.  Traditional voice
maybe okay since the infrastructure is
long depreciated, works fine and a large
enough segment of the population still
wants it. It's the proverbial cash cow. The
issue here is millennials have never had a
voice “cord to cut”.

For now, your environment is okay with
manageable competition, if any, minimal
threat of a new over-builder, GoogleFiber
isn't coming to town, favorable incum-
bent climate in Washington, D.C., low
interest rates, etc. How different would
your business environment be if a city
government in your footprint announces
a municipally funded gigabit FTTH ini-
tiative. Or any other entity announces
plans to over-build your ‘best’ areas with
FTTH? These are your real threats, not
the narrative that 5G will take over the
world.

If the biggest risk is a fiber heavy over-
builder what can an ILEC do to mitigate

ILEC

or eliminate the threat? The key ques-
tion is whether your “transformation”
can be achieved by upgrading or over-
building? Then, what does my business
model look like on the other side? For
discussion purposes an ‘over-build’ here
implies a “fiber heavy” or “fiber real deep”
approach. Lots of fiber, down lots of
roads connecting lots of buildings. One
large, multi-year construction project and
be done for 25 years. An upgrade would
include incremental upgrades such as
from GPON or to XGS-PON or from ADSL
to VDSL to G.Fast with a ‘fiber a little
deeper’ approach.

However, an upgrade strategy doesn't
solve the cord cutting and rising video
content costs problems. In many areas,
at a minimum, you have no choice but
to offer voice services and meet the
FCC minimum rates for broadband
access. Strategically, an upgrade will
buy you time, perhaps more than 10
years. Unless, of course, communities
convince themselves that it's a ‘giga-
bit or die', which it may be, and do it
themselves anyway. The important part
of “Community Broadband” is the word
“community”. A corollary is “broadband
is not about bit rates, it's about com-
munity survival or vibrancy”. Hence,
some communities will move forward
with their own “community broadband
networks” for reasons beyond gigabit
speeds. The point to remember is an
upgrade strategy may not eliminate the
gigabit over-builder threat.

The alternative is to over-build your-
self. The biggest challenge to over-build
is funding. How does the ILEC fund
a multi-year civil construction project
based on anticipated future cash flows?
Then, what are these future cash flows
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and are they sustainable over the life of
the financing? The simplest approach
would be to overbuild and offer your
current “triple play” services with real
or “up to” gigabit speed internet access
options. This may have the undesired
effect of increasing cord cutting forcing
you to amortize video costs over fewer
and fewer subscribers. Plus, this will
not solve the rapidly rising video content
costs either.

Given this, should an ILEC consider tran-
sitioning to Open Access? The concept
itself sounds odd: let other service pro-
viders run on my new $Millions network
that took me years to build? First, we
must ensure we are talking about the
same definition of “Open Access".

A big issue around “open access” is the
term “open access”. I've come across
at least five definitions of “open access”
some of which have failed and some
where the use of the word “open” is
purely gratuitous. For example, when an
ILEC describes a town with both a Cable
and Telco provider as “open access” it's
not. It's called “competition”. Huntsville,
Alabama is not open access either; it's
dark fiber leasing or wholesaling. Great
for the city, great for GoogleFiber, but still
not open access. Then there's an open
access narrative that sounds too much
like the dreaded unbundling of network
elements. The good news is it isn't.

This “real” open access model is based
on a Three Layer Model shown in Figure
1, below. This model currently serves
over two million households in Sweden
and many millions more across Europe,
Africa and Asia. It's a model that is also
appearing in the U.S.A., driven by for-
ward looking municipalities.
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In today's model, the ILEC must own
and operate every function in the entire
model. This is costly and requires a vast
array of capabilities and skills. The Open
Access Model identifies three distinct
“layers”. Each one is optimized based on
skill sets and funding options.

Starting with the physical asset, Layer 1
is the fiber owner. They're responsible
for the design, construction and main-
tenance of the passive fiber network.
Layer 2 is the entity that “lights” the
fiber and provides the open access inter-
faces and APIs (Application Programming
Interfaces). Layer 3 are service provid-
ers enabling businesses and consumers
to choose from a menu of competing
offers. This is not dark fiber leasing.
In this real open access model all ser-
vice providers get access to customer
at “Layer 2" of the network protocol
stack. To eliminate some confusion, the
Layer 2 open access operating entity
owns and operates Layers 1 and 2 of
the traditional seven layer ISO network
protocol stack. So, in concept, Verizon,
AT&T and Comcast could each offer ser-
vices to the same home at the same time
over the same strand of fiber. So too
could cloud companies such as Amazon,
Google, Facebook et al. Then why not
the local community college, city govern-

ments, local business and anyone else
who wants to be a “layer 3" service pro-
vider? Everyone can share “the road” on
a fair, equitable and non-discriminatory
basis.

With this model, the transformed ILEC
can focus on the local engineering
aspects of building and maintaining a
physical asset that's hanging from poles
or buried underground. Then they can
decide whether to outsource the Layer 2
operations or do it themselves. They in
effect become “access providers” in the
truest sense. They provide access to and
from consumers, business and service

“In today’s model,
the ILEC must own
and operate every
function in the entire
model. This is costly
and requires a vast
array of capabilities
and skills.”

providers. You would no longer have to
manage three separate infrastructures
and adapt to evolving regulatory frame-
works (voice, video and data). In fact, if
you outsource the Layer 2 you don't have
to manage anything!

The Open Access Transformation will
enable the ILEC's management team to
focus on two things: providing access
between every building in the area and
everyone who wants to be service provid-
er and satisfying the financing. With this
approach, you're not just digitally trans-
forming your network, your transforming
your business for the next 30 years.

— " Greg Whelan, Principal

at Greywale Advisors, is a
~ leading expert on Open

| Access Broadband in

the U.S. His unpublished
research “Overcoming the 12
Challenges of Open Access
Broadband in the United States” provides a
playbook for a range of Open Access deploy-
ment and funding strategies for both public
and private entities. His research focus is in
virtual access networks, Real Open Access
Broadband, Gigabit Broadband, fixed-wire-
less broadband and Community Broadband.
He's a pioneer in broadband telecommu-
nications and drove the first global DSL
standards and was a co-founder, and Vice
President, of the Broadband Forum.

Greg has worked in technical marketing roles
for large technology firms including Cisco
Systems (San Jose, CA) where he led award
winning global marketing campaigns in
telecommunications and cable markets and
Analog Devices (Norwood, MA) where he cre-
ated and lead their successful entrance into
the broadband telecommunication market.
He’s also spearheaded marketing and prod-
ucts for a number of early stage SP Focused
venture-backed start-ups in the Boston areaq,
three of which were acquired by larger tech
companies.

He has a BS in Electrical Engineering from
Cornell University and an MBA in Innovation
from Northeastern University. He has also
studied Digital Video over Broadband at the
MIT MediaLab.
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Ciena’s Joe Marsella details the
journey of Our Hero as he struggles to
make the dream of an intelligent, self-
optimizing network a reality.

Our hero is hopelessly stuck in an enor-
mous tangle of network complexity.

As he struggles, he realizes that for most
network operators the concept of a self-
driving or self-optimizing network seems
far out of reach.

Still, his most fervent desire is to break
free from current network complexities
to accelerate the pace of service delivery,
and eliminate lock-in.

As he struggles, he determines that ser-
vice delivery optimization should be his
most coveted goal.

Trouble is, how can he turn this dream
into a reality?

Turning static, costly and slow moving
network assets into a dynamic, agile,
intelligent operational infrastructure is
no small undertaking. For many net-
work operators, the changes required
and obstacles they face may seem over-
whelming, and costly. However, they
increasingly understand that delivering
even a single new service leveraging
their current infrastructure is also an
arduous, expensive series of tasks. And
the entire process involved in complet-

ing just one proposed service change
also comes with an exorbitant 'tax' to be
paid in the form of internal OPEX, but
also potentially to external vendors and/
or integrators who support the current
network infrastructure.

At the same time, this often crippling
'tax' increases with each service change
request. Despite a strong and growing
desire for change, our hero's network
has become stuck in perpetual inertia,
unable to unlock innovation, and requir-
ing constant manual tinkering using
arcane processes to overcome barri-
ers to achieving his desired new service
objectives.

In some cases, the cost of operational-
izing a single new service may grow so
complex and cost prohibitive, the risks
simply outweigh the benefits.

Without the ability to quickly make ser-
vice changes, there is also little chance
our hero will be able to keep up with
the pace set by more nimble and agile
providers - those not saddled with the
burden of dragging legacy networks and
operational environments along with
them. These competitors have the free-
dom to swiftly adjust and focus on new
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ways to improve customer experiences
and increase satisfaction. In the race to
woo and keep his customers happy, our
hero fully recognizes that his organiza-
tion is lagging behind. He must find a way
to sprint forward, despite the shackles
of network complexity that have made
progress so difficult.

And that's when he sees a fork in the
road - a new path ahead, perhaps? This
new route holds not only the promise
of accelerating service delivery but also
enables an entirely new degree of service
innovation that wasn't possible before.

But the start of the route looks rough,
with steep hills, twists and turns ahead.
Envisioning Intelligent Ops - Turning the
Dream into a Reality

To overcome the shackles of network
complexity, and avoid being 'locked-in,'
our hero has opted to take a new path
forward—one that focuses on the opti-
mization of the service life cycle. This
route can help him to drive the business
forward, improve customer satisfaction,
and boost bottom line results.

He now believes that optimizing the ser-
vice lifecycle is the way to break free from
legacy network complexities and gain
some much-needed agility and scalabil-
ity. And he sees this is his only hope to
keep pace with relatively younger com-
petitors who are sprinting ahead, work-
ing hard to chip away at his customer
base. But he faces a steep learning curve
ahead—how best should he start?

With persistence and dedication, our
hero makes progress, as he chooses to
start with network automation and adopt
a data-driven WAN automation architec-
ture, which is relatively easy to adapt.
And he also learns to leverage DevOps
processes and techniques to help him
drastically increase agility, while simulta-
neously increasing his ability to execute
on the adaptations.

Bringing together teams of personnel
from various product, networking, engi-
neering and IT disciplines, he helps them
collaborate, building new WAN services
through the use of service templates
and bringing in new domains by creating
'adapters' to abstract away from underly-
ing complexities. By leveraging DevOps
tools and techniques, this newly estab-
lished team of superheroes finds a way
to introduce and bring together different
sets of underlying controllers, manage-
ment systems and even network ele-
ments ranging from IP/MPLS to Ethernet
to optical, melding together previously



independent worlds.

As part of the effort to simplify network
operations, our hero also learns to fully
embrace virtualization. He recognizes in
his B2B market arena that enterprise
connectivity has become intensely com-
petitive and essentially commoditized,
while the ability to offer valued-add-
ed services not only increases market
opportunities, but also provides further
differentiation for his firm.

At the same time, however, he under-
stands that managing physical platforms
and networks across every enterprise
branch location will make his service
simplification goal unachievable.  Our
hero quickly determines that virtualiza-
tion is the answer, enabling him to break
through previously cost-prohibitive oper-
ational barriers to offer a wide range of
virtualized business appliances that add
a new level of value on top of the busi-
ness's basic connectivity offerings.

From his new vantage point, it's now pos-
sible to see further ahead. Turns out he
was right! There are new and emerging
market opportunities ahead. And he fully
understands how utilizing automation
and virtualization will efficiently help him
enable a range of new services. But while
he now has automated the WAN and
added the ability to offer virtualized func-
tions, he still has more work ahead on his
network automation journey.

As he gains momentum, our hero sees
that he now needs to focus on the true
end-to-end service regardless of whether
it is traversing a physical or virtual infra-
structure. He now understands that to
‘abstract’ away network technologies and
provide true end-to-end service lifecycle
provisioning with performance-driven
SLAs, he must look beyond simply WAN
automation and virtualization, and focus
most on each customer service — this
customer oriented perspective now leads
him down a path toward Multi-Domain
Service Orchestration (MDSO).

Our hero now realizes that the move
into multi-domain service orchestration
is simply an extension of the WAN auto-
mation he has already implemented.
In fact, to add new virtual, mobile or
data center domains to his automation
platform becomes as simple as creating
new 'adapters' to interface to these new
domains and new templates, which can
even utilize previously built WAN tem-
plates in a hierarchical manner. By build-
ing upon his existing architecture, he can
now further abstract away the details of
the network and apply a true end-to-end

service-oriented view, northbound to
end users and network administrators.
Through all of their efforts, the team of
superheroes is now driving a new servic-
es-oriented or Service Level Agreement
(SLA) centered view of the network, to
replace their prior technology-driven
view. On this journey from technology-
driven to services-based operations, our
hero has also learned that simplifying
the service lifecycle can help him to
dramatically speed the process involved
in service turn ups and/or turndowns,
effectively creating an on-demand ser-
vice capability that gives his business a
unique market advantage. His service
simplification ideology also helps bring
a new end-to-end service-centric view
of the network, which in turn improves
service assurance and overall customer
satisfaction.

By choosing the path toward MDSO, our
hero now has freed himself from lock-
in and created a true end-to-end ser-
vice automation platform, which has also
streamlined business operations. But
automated does not necessarily equal
autonomous. What else can be done to
bring an element of intelligence to the
network?

As the story concludes, our hero has
learned to conquer the dreaded lock-in
beast, and streamlined outdated pro-
cesses and technologies to deliver new
services, quickly and efficiently.

How much more quickly, you ask? In
terms of building and delivering new ser-
vices, processes that once took months
to complete, are now accomplished in
minutes.

Because our hero has created an abstract-
ed network model that is able to retrieve
an amazingly rich set of information and
data from across the entire network
infrastructure, he decides that it's time to
utilize this information to draw insights
from the network. He decides to deposit
and store this 'big data' in what is called
a data lake, which can store data from
both within and outside the network in
an efficient, unstructured manner.

Because analytical insights and intelli-
gence may be garnered from this data
lake, our hero adds an analytical engine
that can provide a more structured and
normalized view of the data, complete
with a set of rich APIs that support
higher level applications. These APIs are
designed to be open, to enable a wide
range of future ideas, from multiple,
varying sources, as and when they are
created.

Our hero can now utilize this engine and
its secure access to structured data mod-
els to drive immediate value through the
use of sophisticated machine learning
and predictive analytics. He can now
‘mine’ for golden ‘nuggets’ of data, from
the treasure chest that is his data lake,
deducing key analytical insights that add
value to business operations. With this
new capability, our hero decides to focus
in the short term on three primary appli-
cations:

1. Improved customer satisfaction
Using performance-related data
combined with machine learning
algorithms, it now becomes possible
to actually predict failures before
they happen. By focusing on risk
assessments, a network operator
can stay ahead of potential outages.
But just pointing to a problem won't
necessarily ensure the network
availability customers demand,
so evolving to a fully autonomous
network requires that network intel-
ligence evolves to automatically
steer services away from potential,
predicted problem areas.

2. Improved demand planning
Predicting capacity requirements
and traffic growth was once a chal-
lenging, offline guessing game. By
leveraging predictive analytics, it's
now possible to predict the specific
areas that may require capacity aug-
mentation, and to automatically trig-
ger those changes in the network,
as the operator's network policy
allows. Today, this process requires
some human interaction and cre-
ative thinking, but in the future, this
type of predictive planning will ulti-
mately become the norm

3. Network optimization
As the rate of change accelerates
in network operations, and more
organizations enable both machine-
driven and even external customer-
driven inputs, the need for networks
to self-optimize, in near real-time
will ensure the network architecture
remains ideally suited for the traffic
types and services carried.

Each new application developed further
increases the level of ‘intelligence’ in
the network and provides much needed
insights that our hero and other network
operators can use to drive changes back
into their now automated networking
environments. Our hero’s new autono-
mous architecture continues to grow
increasingly intelligent and autonomous,

Continued on Page 43
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How IOT Will

Bring Change to
Service Providers

By Timothy Brown
Director, Security and Virtualization
Network Utility Force

One of the many fantastic innovations
technology brings is low-cost, low-power
networked industrial control and home
automation equipment.

| recently added a new set of sensors
at my home for home automation. For
under $200, | was able to automate every
lightin the home, added new motion sen-
sors and window sensors, and can even
tell the intensity of ultraviolet light in my
living room. My television automatically
turns on in the morning based on what
time my first meeting is and a few lines
of code have my streaming television
services throwing up the right channels.
A news summary is read during morning
coffee, and the commute time to my first
meeting is part of that briefing. It sounds
amazing, doesn't it? It sure is. There are
other effects, though, that are not appar-
ent at first glance.

Municipalities arerolling outIP-connected
elements at a rate never seen before,
and homes are buying up automation
devices such as connected thermostats
and cameras at a record pace. While the
bandwidth for some of these sensors
may be low, they still take up space on
the network: an entry in a CAM or MAC
address table, an IPv4 or IPv6 address,
and depending on the rate of the sen-
sor's involvement with the rest of the
network, a lot of packets.

We often determine what OEMs are good
candidates in our networks using a vari-
ety of models: the more common speeds
and feeds, features, investment protec-
tion, etc. Any axis can be deceptive;
“wire rate” often means wire rate for a
given packet size and packets per second
count. OEMs often do their own assess-
ments and design work around what's
called IMIX, which is a typical picture of
what equipment is likely to see in the real

world. There are a variety of different
mechanisms for evaluating IMIX traffic,
but usually, they are very biased towards
larger packet sizes.

OEMs have deployed many capabilities
in the later generations of switching chip-
sets both commodity and custom-fabri-
cated. One of these capabilities allows a
service provider to change the dimension
of the tables used to store what address-
es are reachable off of what ports. For
example, a Juniper EX4300 has a default
table of 5120 addresses per VLAN; a very
respectable number in any case. In some
large scale sensor networks, though,
5000 addresses is not uncommon to
reach on a city block, and provisioning a
VLAN for a city block's sensor devices is
not all that sound of an engineering judg-
ment on its face.

So what does this mean for service pro-
viders? It means the traditional metrics
we've used in the past to dimension
our networks and devices will need to
be added to and augmented. It means
a host of additional devices placed on
our networks will force us to consider
alternative models for connectivity such
as traditional wireless (802.11 or mesh),
or bespoke low power wireless networks.
The face of security and management
changes as well. With so many more
devices to secure and manage, providers
have both an opportunity and a chal-
lenge ahead of them. The opportunity is
in providing security at the interconnec-
tion point of these sensor trees to the
network.

The challenge is that many of the sen-
sors are not built with security in mind.
A recent attack against a popular secu-
rity researcher’'s website saw more than
620Gbps of denial of service traffic,
brought about by cameras made by a

Chinese vendor that were often open
to the Internet and not well secured.
Municipalities rarely have the security
operations staff or architecture experi-
ence capable of mitigating these chal-
lenges, so an unwary service provider
might find their network crippled by sen-
sors they have no control or dominion
over. A French web host had a similar
attack driven by the same vector that was
over 1.1 Tbps of traffic - a truly staggering
number to many of Walker's customers
in the service provider realm. Software
defined networks, security virtualization
with virtual firewalls from many vendors
such as Juniper and Fortinet, and new
techniques for micro-segmentation can
offer some relief on the security front.

What can service providers do today to
prepare for the onslaught of the Internet
of things? Walker can help. With our labo-
ratory and integration services and our
new SDN/NFV Integration Lab, we can
test equipment and validate its perfor-
mance. We can also help service provid-
ers prepare and offer new services such
as virtual firewalling, DDoS detection and
response mechanisms, and application
and wireless gateways.

Walker offers professional services in-
house or through our partner, NUF, and
can help you understand how the new
rush of devices might affect your existing
network.
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Why Ser\ii

Need Univ

By Prayson Pate
CTO, Ensemble Division
ADVA Optical Networking

Universal customer premises equipment
(UuCPE) is getting a lot of attention from
service providers. Can uCPE live up to the
hype? Yes! Here's why.

What Is uCPE?

In general, service providers want to
simplify customer site deployments by
replacing a panoply of dedicated appli-
ances with software virtual network func-
tions (VNFs) running on a single, universal
platform. Preferably, the uCPE platform
is a pure commercial off-the-shelf (COTS)
server hosting a mix of open source and
proprietary software from a variety of
vendors. uCPE provides the means of
achieving this vision by using network
functions virtualization (NFV) to extend
cloud-centric technologies all the way to
the access part of the telco network.

A universal CPE deployment would typi-
cally include most or all of these attri-
butes:
* White box or COTS server for hosting
+ Standard and open software
architecture built on standard
components such as Linux, KVM,
open source containers, and
OpenStack
Multi-vendor solutions combining
a mix of open source and
proprietary software components
as well as flexibility to swap out
software components in an
automated and efficient manner
Zero touch deployment provides
the ability to perform service turn-up
without pre-configuration or manual
intervention

®

+ Scalable solutions that can be
deployed over a broad range of host
platforms

* Able to fit into today's networks -
and tomorrow's. uCPE solutions can
take advantage of network interface
cards to support non-Ethernet
network interfaces such as TDM or
DSL, as well as the inevitable
evolution to faster and cheaper
processors

The Real Value of uCPE - On-Demand
Services

The ability to leverage open software
and a multi-vendor approach to services
sounds good. It aligns with the service
provider vision of leveraging the cloud,
but how does it help today?

If you step back and think about that
cloudy goal of a programmable network,
you can start to understand the real
value of uCPE: dynamic services turned
up on demand. With the proper uCPE
architecture, service providers can offer
net-new services that are not possible
today.

Here are some examples of what uCPE
can enable:

+ Instant turn-up of locations. With
local sourcing of COTS servers,
service providers have the ability
to respond immediately to service
requests, so delays for import and
onsite support go away.

+ Wireless access. Today's COTS
servers support optional wireless
interfaces, enabling service turn-up
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even when wireline connectivity is not

yet available. Once wired access

is provided, the wireless interface

can be used for backup or true

bandwidth on demand.

Service on demand. Today's

services are coupled with an

appliance. Adding or changing a

service means adding or changing

an appliance. Changing hardware is

slow and costly, especially if done

over hundreds or thousands of

sites. Moving to a software-centric

solution means the customer can

get the service they want when they

want it (which is usually now), and

that multiple services can be hosted

on a single platform.

+ Shared resources. A proper choice
of uCPE architecture (including
orchestration and control) can enable
the hosting server to be used by
multiple service providers. Doing so
enables new opportunities for
wholesale revenue as well as for cost-
effective access to off-net locations.

Yes, But Does It Catch Fish?

Those of us of a certain age may remem-
ber television commercials for the Popeil
Pocket Fisherman. The Pocket Fisherman
was clearly compact and portable but
seemed like a toy. The manufacturer rec-
ognized this objection and addressed it
by showing it in action and catching fish.

| have heard similar objections from
service providers regarding uCPE. They
acknowledge the benefits above but are
skeptical of how to achieve them. “It


https://www.youtube.com/watch?v=ujW3qf9fyXk
https://www.youtube.com/watch?v=ujW3qf9fyXk

costs too much,” or “the performance is
too low,” or “I have to give up features.”
Service providers are justified in worrying
about these areas. We at ADVA Optical
Networking have worked with our COTS
and VNF suppliers to address these con-
cerns with third-party performance tests.

The real test of uCPE is to put it into the
lab and try it out. Fortunately, the low
cost of the hardware and software, along
with the ease of turn-up, makes such lab
testing straightforward - at least when
uCPE is done right.

Even better than lab tests is a live deploy-
ment, and we have one - at Verizon.
We at ADVA are pleased to be working
with Verizon on their just-announced
uCPE platform for their Virtual Network

Services (VNS) offering. ADVA's Ensemble
division is providing the NFV infrastruc-
ture (NFV-1) with our Ensemble Connector
software. Verizon has assembled a multi-
vendor ecosystem to achieve the true
value of uCPE, and we are proud to be a
part of that.

uCPE - Enabling New Services and
Driving Innovation

Service providers can leverage uCPE to
enable new services and revenue. At the
same time, they are deploying a cloud-
centric platform for innovation. It's a
win-win - concrete benefits today, and
preparation for longer-term strategic
innovation.

Prayson Pate is ADVA
Optical Networking's
chief technology officer
for the Ensemble division
and is an evangelist
for network functions
' . virtualization (NFV).
He speaks at industry
, ‘ events and writes posts
= and articles to inform,
educate and entertain, mostly about
NFV with plenty of innovation for good
measure. These include The Real CTOs of
NFV series.

Prayson received a master’s degree in
electrical and computer engineering from
North Carolina State University and a
bachelor’s degree in electrical engineering

from Duke University. Prayson has
contributed to standards bodies such as
the MEF and IETF. He is a named inventor
on nine patents.

Verizon Adds Ensemble to Its Virtual

Network Services uCPE Solution
Zero Touch Capabilities of Ensemble Connector Deliver Key
Agility and Scalability

Raleigh, North Carolina, USA. May 16, 2017. - Ensemble, a division of ADVA Optical Networking, announced today that Verizon
has selected its Ensemble Connector as part of the deployment of the service provider's universal customer premises equipment
(uCPE) solution. Verizon is using the Ensemble Connector as its network functions virtualization infrastructure (NFVI) on commer-
cial off-the-shelf (COTS) white box servers. Ensemble Connector’'s zero touch provisioning enables Verizon to drop-ship servers
directly from the COTS supplier to the end customer - dramatically simplifying supply chain logistics. Ensemble Connector further
simplifies operational processes with access to the industry’s largest collection of virtual network functions (VNFs).

“As we expand the number and scope of SDN/NFV-based transformations with our customers, we see significant demand for
solutions based on COTS hardware,” said Shawn Hakl, vice president, Business Networking and Security Solutions, Verizon. “The
demand to move from hardware-based services to software-based, cloud-enabled solutions is growing by the day and is only
going to accelerate. Ensemble Connector is an important enabling technology for us to bring these solutions to market. This
approach allows us to provide our customers with a simple, rapid installation experience and allows them to securely deploy
multiple software-based services on a single uCPE installation.”

Verizon's uCPE solution has been built from the ground up to provide end customers with greater agility, functionality and scal-
ability. Ensemble Connector improves OpenStack scalability and manageability by embedding local controllers in each COTS white
box. This is something no other NFVI technology on the market offers. Ensemble Connector is also unique in that it provides sup-
port for wired and LTE connections. This enables the Ensemble Connector to “call home” using the most suitable access available
and automatically configure customers' virtualized services without any need for pre-configuration or onsite visits.

“What we're announcing here is more than an agreement between Verizon and ADVA Optical Networking; it's a dramatic shift in
how companies build next-generation networking solutions,” commented James Buchanan, general manager, Ensemble Division,
ADVA Optical Networking. “Adding our Ensemble Connector to its VNS uCPE solution will provide Verizon's customers with more
choice, more services and more flexibility. Ensemble Connector’s capabilities help solve deployment, operational and runtime
challenges.”

Watch this video for more information on Ensemble Connector: https://youtu.be/pCmZV7mxDRc

Further details on the announcement are also available in these slides: http://adva.li/verizon-vns-ucpe
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Capacity, Cooling, Conservation:
Approaching Access Network Challenges

By Brian Davis - Global Market Development Manager - Carrier Networks
Sebastian Sassi - Market Development Manager - Carrier Networks

Corning

The Internet of Things, increased demand
for bandwidth by customers, and the
explosive proliferation of mobile devices
around the globe all mean that car-
rier networks are facing massive capac-
ity challenges. With the last decade’s
explosive growth in handheld computing
power and the increasing number of IP
enabled devices, carrying capacity must
grow substantially in the coming years
on carrier access networks everywhere.

Over the next few years access net-
works will find themselves stretched well
beyond capacity, and network operators
will have to spend significant capital and
effort optimizing their throughput capa-
bility in order to meet customer demand.

What's driving this bandwidth shortfall?
+ Continuous growth in IP video traffic.
* Increase in mobile connections -

whether WiFi or cellular.

* Internet of Things - connected IP
devices, everywhere, and lots of
them.

« Bandwidth demand in the home.

To handle the explosive growth in mobile
devices and consumer demand for sym-
metrical last mile speeds that far outstrip
today's, telecommunications companies
are considering how best to quickly mod-
ernize their access networks. The cen-
tral offices and headends of today will
see much higher fiber counts, increased
demands for density, and the virtualiza-
tion of back office functions like BGP,
security, access management, and net-
work analytics. Applying NFV and SDN
can help drive low cost scaling while pro-
viding for a more agile service delivery
platform.

One of the inherent challenges for ser-
vice providers looking to add infrastruc-
ture to support these growing expecta-
tions is a structural one—legacy telecom
infrastructures were built in adherence
to 1970s era NEBS standards which
could never have possibly anticipated
the power, cooling, and fiber connectiv-
ity requirements dictated by 21st cen-
tury access networks. Central offices and
headends in use today are not getting
any bigger, and thus conservation of

white space in them is crucial. To build
more access network capacity means to
add more fiber, more interconnections,
and more racks of networking equip-
ment to move the flow of data to and
fro; as such a conflict between available
space in telecommunications facilities
and the need to expand carrying capac-
ity is in the immediate offing for many
access networks currently in operation.

A significant market trend in response
to the need for more bandwidth (and
the equipment to provide it) is the move
toward network function virtualization;
by virtualizing the legacy hardware that
provides authentication, security, load
balancing, and the nuts and bolts con-
sumer services customers demand, sig-
nificant capex and space savings can be
realized along with reductions in power
and cooling requirements. Deploying
latest generation NFV/SDN appliances
in lieu of legacy central office and head-
end equipment certainly can alleviate
concerns about floor space availability
to some very real extent. With many
market surveys showing a majority of
service providers either implementing or
planning on NFV/SDN deployments this
year, it seems relatively uncontroversial
to say that modern